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y：圖片中有貓的概率

X：圖片的矩陣化表示

b：偏置量

問題：為什麼通過訓練，wx+b可以計算出圖片中有貓的概率

分析：
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X是圖片的特徵化向量表示，每一個維度代表圖片的一個特徵

為了方便理解，我們簡單假設：

x1：眼睛特徵

x2：四肢特徵

x3：毛髮特徵

x4：尾巴特徵

那麼wx就可以理解為：

w1\*x1：眼睛是圓形的概率

w2\*x2：耳朵是三角形的概率

w3\*x3：體表有毛髮概率

w4\*x4：身體有尾巴的概率

這樣就可以理解為什麼wx+b可以表示圖片中包含貓的概率了。

當然實際的訓練和計算過程沒有這麼簡單，但我認為其中的轉換都是這麼個道理。

貓圖識別過程理解：

原始輸入的圖元資訊，通過第一層計算，可能會得到邊緣、弧度等圖像特徵的數位化表示，這些簡單的特徵，再通過第二層計算，可能將眼睛、耳朵、毛髮、尾巴等特徵的數位化表示，以此類推，通過多層轉化和計算，就可以識別出圖片中是否有貓。
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